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EXECUTIVE SUMMARY

Video gaming has evolved into a global phenomenon, shaping culture, entertainment, and social interaction. As millions of individuals immerse themselves in digital worlds, it becomes paramount to understand the complex interplay of factors within gaming culture. By examining the toxic undercurrents within some gaming cultures and their potential implications for radicalisation, this paper aims to equip EU Member States with insights and strategies to foster resilient and inclusive gaming communities.

The paper is divided into three lines of analysis. First, to examine where and how toxic cultures exist in gaming. Second, to explore the links between toxicity and socialisation, radicalisation, and extremism. Finally, to assess what the challenges, efforts, and opportunities for building resilience to toxicity in gaming spaces and cultures are. In order to provide an encompassing overview of these topics, the paper considers the role of the gaming industry, governments and intergovernmental entities, individuals and communities, and civil society organisations in both the manifestation of toxicity in gaming spaces and culture as well as in the existing efforts and future opportunities to prevent and combat associated risks and threats.

In conclusion, this paper highlights the need to work towards resilient, diverse, and inclusive gaming spaces, to help counter the pervasive issue of toxicity within gaming cultures and potential links to radicalisation and extremism. To address these challenges, policymakers and stakeholders must take a multifaceted approach. Recommendations include promoting diversity in the gaming industry, implementing robust content moderation mechanisms, and fostering inclusive communities. Empowering gamers with the skills to resist toxic influences and extremist narratives is also vital. By adopting these strategies, EU Member States can enhance the resilience of gaming communities and promote safer, more inclusive gaming spaces.
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INTRODUCTION & METHODOLOGY

The landscape of online gaming has evolved dramatically over the years, evolving from mere entertainment to a complex digital environment where millions of individuals from diverse backgrounds meet and build communities. This convergence, however, has not only led to positive interactions and experiences but has also given rise to multifaceted challenges. While gaming is often celebrated for its potential to foster community, creativity, and positive social interactions, it also harbours dark corners where hate speech, toxicity, discrimination, and extremist ideologies can find refuge. The intersection of gaming culture with these issues is a relatively under-researched domain, demanding careful analysis and understanding.

This paper explores the intricate relationship between gaming culture, toxicity, and the potential for radicalisation and extremism within online gaming spaces. The paper aims to advance knowledge and provide European Union Member States (EU MS) with a comprehensive introduction to toxic gaming cultures. This encompasses conceptualisations of toxicity in gaming communities, discussions of the risks associated with toxicity creating pathways to radicalisation and recruitment into violent extremism, and opportunities for positive interventions. By examining the various dimensions of toxicity in gaming, the paper serves as a valuable resource for policymakers, offering a roadmap for effective policy development and programming in the gaming space. Additionally, it highlights positive interaction opportunities within gaming platforms, drawing from best practices and recommendations from adjacent preventing and countering violent extremism (P/CVE) spaces.

METHODOLOGY

To undertake this exploration, our research draws from a diverse range of sources, ensuring a comprehensive and nuanced understanding of the subject matter:

- **Literature Review**: Our foundation rests on a rigorous literature review, encompassing academic articles, open-source literature, and existing research reports.

- **Extremism and Gaming Research Network (EGRN)**: The paper leverages the work produced by the EGRN, a consortium of experts and researchers, including the authors, specialising in the intersection of extremism and gaming. The EGRN’s contributions provide valuable perspectives and findings that enrich this study.

**Objective and Research Questions**

The primary objective of this paper is to equip EU MS with a comprehensive understanding of gaming culture’s intricate dynamics, its potential connections to radicalisation and (violent) extremism, and the emergence of resilience within gaming communities. Drawing on recent research and existing literature reviews, the paper outlines relevant concepts of toxicity (e.g., racism, bigotry, misogyny, etc.) in gaming culture, how it can form links to (violent) extremist narratives and ideology, the emerging trends and risks, and offers policy and broader recommendations for actions to enhance the resilience of gamers to toxicity, radicalisation, and (violent) extremism in online gaming spaces. To achieve this, it addresses the following research questions:

- In what ways does toxicity manifest in gaming culture and spaces that can contribute to the process of radicalisation?
• What knowledge can we carry from the P/CVE space to address these dynamics and build resilience in the gamer communities?

Some of the sub-questions the paper seeks to answer include:

• How does toxicity manifest and why is it accepted within some gamer cultures/communities?

• What role does socialisation in gaming play in potential pathways to radicalisation?

• How do toxic narratives of gaming cultures link to other forms of radical or extremist ideologies or narratives?
SECTION 1: TOXIC CULTURES IN GAMING

This section delves into the multifaceted nature of toxicity within gaming culture. Toxicity in gaming takes various forms and often thrives at different levels: the institutional, the community, and the individual. To unravel why gaming spaces sometimes breed cultural toxicity, we examine these dimensions individually, shedding light on their unique contributions to the issue.

INSTITUTIONAL LEVEL

Within the gaming industry, a pervasive issue persists – sexism. While gaming demographics are becoming increasingly diverse, with individuals of all backgrounds participating, the industry itself has been slow to reflect this diversity. Instead, it remains predominantly male-dominated, with embedded sexist undertones that extend into gaming spaces.

One significant contributor to this institutional-level problem are the historical and ongoing gender role expectations deeply rooted in many societies. From an early age, boys are often steered toward technology and gaming, including studying sciences and technology, while girls are subtly dissuaded. This imbalance in early exposure and education, combined with societal norms that label certain interests and professions as either 'masculine' or 'feminine', translates into a stark gender disparity within the gaming industry itself. This perpetuates a cycle where the industry remains predominantly male-dominated, creating an environment that is not only unwelcoming to women but also conducive to the perpetuation of sexism and other forms of toxicity.

Sexism, racism, and other forms of discrimination within the gaming industry are not confined to the boardrooms or development studios; they are ingrained in the very fabric of the games themselves. The lack of diversity within the industry manifests in the mechanics, design, and narratives of games, perpetuating a culture that normalises toxicity. For example, many games offer a narrow selection of character 'skins', which often conform to specific gender, race, religion, or other characteristics. It is not uncommon to find that players are predominantly offered the option to play as a white male character, typically with a high degree of physical fitness and specific religious or ethnic markers. This lack of diversity in character representation reinforces the notion that certain identities are more valuable or deserving of representation than others, contributing to a hostile environment for those who do not conform to these stereotypes. Moreover, many games perpetuate ‘us vs. them’ narratives, often pitting white characters against brown, Muslim, or other marginalised groups. These narratives can not only promote negative stereotypes but also fuel divisive thinking, contributing to the polarisation seen in some gaming communities.

---

1 Rosenblat and Barrett, “Gaming The System”.
2 “Sexism in the Gaming Industry: Are Things Beginning to Change?” - Society of Women Engineers - Magazine”; Lorenz and Browning, “Dozens of Women in Gaming Speak Out About Sexism and Harassment”.
3 Rennick et al., “Gender Bias in Video Game Dialogue”.
4 Paul, The Toxic Meritocracy of Video Games.
6 Cohen-Peckham, “Confronting Racial Bias in Video Games”.
7 Cicchirillo and Appiah, “The Impact of Racial Representations in Video Game Contexts”.
When women are included as playable characters, they are frequently portrayed in highly sexualised ways. This reduces female characters to mere objects of desire, reinforcing harmful gender stereotypes and contributing to the objectification of women both in games and in the broader culture. Exposure to sexualised portrayals of women, even in fictional contexts, can normalise objectification and sexual harassment. Gamers, particularly impressionable younger players, may gradually come to view this as an acceptable way to perceive and treat women. Aside from reinforcing harmful attitudes and behaviours towards women in society at large, these sexualised portrayals of female characters can also create an uncomfortable and unwelcoming environment for female gamers. When women see themselves represented in such a manner, it can deter them from fully participating in gaming communities.

Beyond issues of gender and race, games often institutionally overlook basic considerations of diversity. The default perspective in many games is that of an able-bodied white male, particularly in Western contexts, as well as there being a default expectation of able-bodied gamers. This not only marginalises individuals with disabilities but also reinforces the idea that the able-bodied perspective is the norm, while others are 'different' or 'other'. Additionally, this absence of diversity limits creativity and the potential for innovative storytelling and gameplay experiences. It narrows the scope of narratives that can be explored and restricts the opportunity for gamers to step into the shoes of characters from various backgrounds and perspectives, which is one of the unique strengths of interactive media like video games.

Furthermore, the toxic undercurrents within the gaming industry extend to how gaming influencers, streamers, and revenue generators are treated. The lack of institutional reckoning regarding the treatment of these figures perpetuates a culture of toxicity within gaming spaces. A prime example of this is the infamous ‘Gamergate’ incident. This event exposed how a female gaming journalist who advocated for more progressive attitudes within gaming, including more inclusivity and diversity in gaming spaces, was systematically attacked, which later extended to women in the gaming space more widely. Gamergate highlighted the ugly underbelly of the gaming community, where attempts to promote positive change were met with harassment, doxxing, and threats.

The lack of institutional response to these incidents sends a troubling message to the gaming community. It suggests that such behaviour is tolerated or, at best, ignored, fostering a sense of impunity among those who engage in toxic actions and behaviours. This, in turn, emboldens individuals who seek to maintain the status quo of gaming as an exclusive and often hostile space.

**COMMUNITY LEVEL**

Moving beyond the institutional level, community-level factors play a significant role in either deterring or nurturing toxicity within gaming spaces. The dynamics of these communities play a crucial role in shaping the experiences of the gamers within them. Some gaming communities may be more prone to toxicity due to factors
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9 Gestos, Smith-Merry, and Campbell, "Representation of Women in Video Games".
9 Breuer et al., “Sexist Games=sexist Gamers?”
10 Ibid.
11 Wong, "The Lack of Diversity in Video Games: A Forum Post".
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15 i.e., the search for and publishing of private or identifying information about (a particular individual) on the internet, typically with malicious intent.
16 Breuer et al., “Sexist Games=sexist Gamers?”
like competitiveness, exclusivity, or a lack of adequate self-moderation.17 The absence of robust moderation mechanisms can allow toxic behaviour to continue unchecked, potentially creating an environment where harassment, hate speech, and discrimination become the norm rather than the exception.18 This is further complicated by the fact that these toxic behaviours often manifest under the guise of humour, memes, and other more subtle forms of expression, making it more difficult to recognise, identify, and moderate such content without running the risk of limiting freedom of speech.19

One crucial aspect of community-level toxicity is the nature of the specific gaming communities themselves. Communities built around particular games can vary widely in their levels of toxicity, often at least partially due to the inherent dynamics and characteristics of those games.20 For instance, military simulation games often replicate real-world military scenarios and operations. While these games can offer players a unique opportunity to experience the challenges of military operations, they can also create environments that may inadvertently reinforce certain attitudes and behaviours, such as in-group/out-group dynamics that mirror those seen in military units – potentially fostering hypermasculine, misogynistic, and racist behaviour as part of in-group identity formation.21 Psychologists have even noted that online relationships formed through shared gaming experiences can rival the intensity of offline bonds, akin to those developed in military units.22

While some aspects of gaming communities are unique to the online space, wider community dynamics within gaming often mirror offline peer dynamics, where behaviours like showing off, gaining status, and fostering a 'bros club' mentality prevail.23 The case of Jack Teixeira, a 21-year-old Massachusetts Air National Guardsman who allegedly leaked classified military documents to his online gaming community, illustrates the significant influence of gaming communities on individuals.24 Teixeira's actions were not solely driven by his youth or vulnerability but rather by a deep affinity for the gamer community with which he shared a strong connection. This case underscores the centrality of socialisation in online gaming, where bonds and peer-group dynamics are powerful forces.25

Understanding these socialisation and peer-group dynamics is crucial in addressing issues like misogyny, racism, xenophobia, and violent extremism within gaming communities, highlighting the need for measures that encourage positive behaviours, inclusivity, and respectful interactions among gamers to counteract the potential for toxic peer dynamics.26 Certain gaming communities have already taken the initiative to create spaces that prioritise diversity and inclusivity or have implemented rigorous self-moderation standards. These communities have demonstrated remarkable success in resisting toxicity and fostering healthier interactions among their members.

---

17 Kowert, "Dark Participation in Games".
18 Rosenblat and Barrett, "Gaming The System".
19 Reyman and Sparby, “Digital Ethics”; Wells et al., “Right-Wing Extremism in Mainstream Games”.
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INDIVIDUAL LEVEL

At the individual level, toxicity within gaming culture can become deeply ingrained when personal identity becomes strongly fused with one’s gamer identity. When these identities intertwine, individuals can become highly susceptible to the toxicity that might be prevalent in the gaming spaces they inhabit and the communities they engage with. The fusion of personal and gamer identities can be a double-edged sword. On one hand, it can provide a profound sense of belonging, purpose, and community for individuals, addressing fundamental human needs for acceptance, status, and connection. On the other hand, this fusion can make individuals highly vulnerable to the toxic elements within gaming environments.

Resilience, the ability to withstand and counteract toxic influences, is significantly diminished when gamers find themselves regularly exposed to high levels of toxicity, including misogyny, racism, and more, such as is commonly found in in-game chats and other social interactions. What is particularly alarming is the normalisation of this type of language and behaviour. The narratives and themes of certain games often encourage the 'othering' mentality, where individuals are pitted against each other based on differences in gender, race, or other characteristics. Much like offline dynamics, individual needs for acceptance, status, and community play a pivotal role in determining how resilient individuals are to extremism and toxicity within gaming spaces. These fundamental human needs can lead individuals to prioritise group cohesion and conformity over questioning or challenging toxic norms.

---

28 Schlegel and Amarasingam, Examining the Intersection Between Gaming and Violent Extremism.
29 Kowert, Martel, and Swann, “Not Just a Game”.
30 Kowert, Martel, and Swann, “You Are What You Play”.
SECTION 2: LINKS TO SOCIALISATION, RADICALISATION, AND EXTREMISM

This section aims to illustrate how the toxic cultures ingrained within gaming spaces, including misogyny, racism, and other forms of harmful behaviour, can intersect with violent extremism, resulting in a convergence of hate-driven beliefs and actions. It also covers the dynamic process of socialisation and the role it plays in shaping individuals’ beliefs and attitudes within gaming communities, discussing the psychological mechanisms that potentially make gaming communities a fertile ground for radicalisation and recruitment into violent extremism.

HOW TOXIC CULTURES CAN LINK TO VIOLENT EXTREMISM

Before covering the process of socialisation, this sub-section explores the complex relationship between specific toxic cultures prevalent within gaming environments, such as racism and misogyny, and their potential to cultivate pathways to violent extremism.

Toxic narratives and cultures that pervade gaming spaces, such as racism, misogyny, homophobia, or toxic masculinity, often share common threads with some of the foundational components of various violent extremist ideologies. Within gaming communities, these toxic narratives can therefore inadvertently serve as a gateway, potentially laying the foundation for susceptibility to violent extremism. Additionally, extremists can target toxic gaming communities for possible recruitment.

Misogyny and Violent Extremism

The links between misogyny, toxic gender narratives, and violent extremism are complex and multifaceted. Research indicates that gendered narratives, both overt and subtle, play a role in facilitating radicalisation and the formation of extremist identities across various ideological contexts and countries. Extremists across the ideological spectrum often leverage gendered messaging to radicalise and frame the participation of both women and men differently within online spaces. Gender norms and ideologies thus become intrinsic in providing individuals with a sense of belonging and purpose.

Research suggests a significant relationship between misogyny, hostile/sexist beliefs, and violent extremism. The explicit ideologies of terrorist groups and the documented histories of misogyny in many perpetrators of violence highlight this link. Studies further suggest that individuals with hostile attitudes towards women and gender equality are more prone to violent extremist views, intolerance towards other groups, and support for violent activities.

---

32 Phelan et al., Introductory Guide to Understanding Misogyny and the Far-Right; Pearson, “Why Men Fight and Women Don’t”.
33 Díaz and Valji, “Symbiosis of Misogyny and Violent Extremism”.
34 Ibid.; McCulloch et al., “Lone Wolf Terrorism Through a Gendered Lens”.
35 Bjarnegård, Melander, and True, The Sexism and Violence Nexus.
Within violent right-wing extremist (VRWE) groups, ‘traditional’ gender norms and hypermasculine ideals often dominate, shaping the roles of both women and men. These groups emphasise patriarchal cultures and endorse heterosexuality, motherhood, and traditional masculinity. However, VRWE movements also recontextualise gender to express opposition to perceived enemies in a gendered manner. For instance, certain VRWE actors present Muslims and Islam as misogynistic and gender-unequal, framing them as threats to Western societies.

This manipulation of gender narratives is not unique to VRWE movements and can be observed in various extremist ideologies worldwide. For example, some Islamist extremist groups exploit gender dynamics, often promoting traditional gender roles and conservative interpretations of Islam. They may use these narratives to justify gender-segregated spaces, women’s limited participation in public life, and restrictions on women’s freedoms. At the same time, they frame their struggle as a defence of these traditional gender roles against perceived Western influences, using gender-related arguments to recruit individuals who identify with conservative interpretations of Islam. Beyond Islamist extremism, various religious extremist movements, including those within Christianity, Judaism, Hinduism, and other faiths, may use gendered narratives to justify their actions in order to uphold traditional gender roles or oppose societal changes related to gender and sexuality.

Racism and Violent Extremism

In addition to the intersection of misogyny and extremist ideologies, it is important to recognise the profound influence of racism within some gaming communities and its potential connection to violent extremism. While racism and violent extremism are distinct issues, they can intersect and amplify one another, creating a pathway that leads individuals from prejudiced beliefs to more extreme and potentially violent actions.

Racist ideologies can intersect with broader extremist narratives, such as white supremacy, ethnonationalism, or other expressions of VRWE. These ideologies share common themes of exclusivity, superiority, and the belief in a perceived threat to one’s identity or culture. The alignment between racist and extremist beliefs provides a foundation for individuals to transition from discriminatory attitudes to more extreme actions, as they regard themselves as defenders of their racial or cultural group from perceived threats.

Extremist groups manipulate and reframe racist narratives to serve their agenda. They may depict acts of violence as acts of self-defence or as necessary measures to preserve their group’s perceived superiority. Such narrative framing allows individuals to rationalise and justify their engagement in extremist activities, blurring the lines between racist beliefs and violent actions.

Other Toxic Behaviours and Extremism

Beyond misogyny and racism, other forms of toxicity such as homophobia, anti-Semitism, and ableism can also play a role in contributing to radicalisation and extremist recruitment. Holding such toxic beliefs can result in social isolation, as individuals who express hate speech, homophobia, or ableism may face a backlash from the

---

36 Latif et al., “Do White Supremacist Women Adopt Movement Archetypes of Mother, Whore, and Fighter?”
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broader community. Therefore, this isolation makes individuals susceptible to seeking out alternative communities that validate their beliefs. As toxic behaviours become normalised within certain online spaces and individuals become desensitised to toxic rhetoric, extremist ideologies that advocate for violent measures as a solution to individuals' perceived grievances can appear increasingly acceptable.\(^{43}\)

Additionally, the intersectionality of different types of toxic behaviours can magnify vulnerabilities to violent extremist ideologies, with extremist recruiters exploiting these intersections to target susceptible individuals. For example, the overlap between misogyny and racism creates a volatile mix that can amplify vulnerabilities to violent extremist recruitment. Those who exhibit a combination of misogyny, racism, homophobia, or ableism may be particularly susceptible to extremist narratives that validate their toxic worldviews. Extremist groups exploit the emotional resonance of shared toxic beliefs, providing a sense of purpose and camaraderie that encourages individuals to adopt extremist ideologies and potentially engage in violent actions.\(^ {44}\)

An illustrative example of the potential links between the complex tapestry of toxic cultures that can intersect in gaming spaces and violent extremism is the aforementioned ‘Gamergate’ incident of 2014. This event, while starting as an online harassment campaign targeting a female gamer and designer, eventually evolved into a fertile ground for the alt-right movement in the United States,\(^ {45}\) given the “strongly present extreme right language and various overlapping ideological sentiments.”\(^ {46}\) This example underscores how different forms of toxic beliefs can intersect and converge, creating an environment conducive to the proliferation of extremist narratives within the gaming community, ultimately leading to a potential pathway to violent extremism. Additionally, there have been multiple examples of VRWE actors, such as the Buffalo shooter, who have included in their manifestos expressions of racism, xenophobia, and other toxicity, while also indicating the importance of their gamer identities and communities.\(^ {47}\)

**SOCIALISATION AND RADICALISATION IN THE CONTEXT OF GAMING CULTURE**

Online gaming environments are not just platforms for gameplay; they are also social spaces that foster distinct ‘gamer’ cultures and subcultures. These communities can have both positive and negative socialisation impacts, affecting individuals' sense of belonging, life satisfaction, self-esteem, and susceptibility to radicalisation.\(^ {48}\) Socialisation refers to the process through which individuals immerse themselves in the culture of gaming, absorbing its norms, values, and behaviours. This includes gamers becoming accustomed to and influenced by toxic behaviours and extremist ideologies, which can contribute to the pathways leading to violent extremism. The normalisation of intolerance and hostility, coupled with the cultivation of group identity, has the potential of priming gamers for extremist ideologies.

**Identity Formation and Individual Factors**

Online gaming environments serve as dynamic social networks where individuals bond over shared interests. These spaces facilitate the development of social bonds, trust, and respect among players, even in the absence

---
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of physical contact. The shared passion for the game creates a strong sense of belonging and connection, as individuals bond over their shared experiences, challenges, and victories within the gaming world. However, while gaming communities offer many of these positive social experiences to their members, these communities can also expose gamers to hateful speech and toxicity, as discussed in the previous sections, which can contribute to setting them on a path to radicalisation.

Central to this is the phenomenon of identity fusion, which involves a deep emotional bond with gaming culture. This emotional bond is created through shared, often challenging, experiences like collaborative efforts to conquer in-game enemies. This internalisation of group identity not only offers a strong sense of belonging, but it can also heighten the risk of individuals turning towards radicalisation pathways. That is, identity fusion has been found to be connected to extreme pro-group behaviour, which means that individuals prioritise their gamer group over all else and can be ready to engage in extreme actions for their fellow gamers, including a willingness to fight or die for gaming culture.

Research found that while identity fusion with gaming culture does not always lead to radicalisation or other extreme outcomes, certain factors in an individual made them similarly more likely to experience identity fusion in gaming environments and go through radicalisation processes. Particularly toxic and competitive gaming environments in certain games were found to be associated with a stronger link between identity fusion with gaming culture and antisocial outcomes than less toxic communities. Moreover, strong identity fusion in combination with certain attachment styles, particularly insecure or avoidant attachment styles, was found to be more likely to lead to extreme behaviour.

In addition, a number of other psychological, social, and gameplay-related aspects that may contribute to drawing individuals who are part of toxic gaming communities towards violent extremism have been identified in the literature. These factors include:

- **Online Disinhibition Effect**: Toxic behaviours within gaming communities can be fuelled by the online disinhibition effect, where individuals behave more aggressively or disrespectfully online due to reduced self-awareness and accountability. This effect is a significant predictor of toxic behaviour in online gaming. This has the potential of fuelling a cycle of disinhibition as well as increasingly aggressive behaviour towards perceived out-groups.

- **Social Identity Model of Deindividuation Effects (SIDE)**: This model suggests that the deindividuation or depersonalisation of group members can lead individuals to conform to group norms, even if these norms promote toxic behaviours. In online gaming, if group norms favour derogatory behaviours toward an out-group, individuals are more likely to exhibit such behaviours, thus reinforcing the toxicity within the community.

- **Personality Factors**: Various personality traits are associated with toxic behaviour among online gamers. These include sadism, psychopathy, and Machiavellianism, as well as social extraversion, a sense of

---

49 Kowert, Martel, and Swann, “Not Just a Game”.
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54 Ibid.
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inferiority, and depression. These traits are positively correlated with different forms of toxic behaviour, in gaming spaces, including trolling behaviour, with sadism showing the strongest correlation.57

- **Age**: Younger players are more likely to perceive various forms of toxic behaviour as less serious or even normal, contributing to the prevalence of toxicity within gaming communities.58

- **Gameplay Factors**: Games being too easy or too difficult for individual players as well as the competitive and multiplayer nature of games have also been found to contribute to toxic behaviours. For example, competitiveness in video games has been linked to higher levels of aggressive behaviour, regardless of the presence of violent content in the game. Verbal forms of toxicity, such as trash-talking, are more prevalent in competitive gaming environments. Games that emphasise competition over cooperation tend to foster a more competitive and aggressive social environment.59

These factors collectively contribute to the development and perpetuation of toxic cultures within gaming spaces. In this way, vulnerable individuals within these communities may find extremist ideologies appealing, as the toxic environment may have already normalised aggressive and otherwise extreme behaviours.

**Influence of Group Dynamics**

Given how strongly individuals tend to identify with certain communities and groups in online gaming spaces, it is no surprise that practices of differentiation and demarcation, known as ‘othering’, play a significant role in this context. Othering involves defining a group (in-group) in relation to another (out-group), often perceiving the out-group as inferior. Such processes of differentiation contribute to the formation of social distance and the reinforcement of group identity.60 Toxic behaviours, including racism, Islamophobia, sexism, misogyny, homophobia, and ableism, serve to draw boundaries and shape the norms within virtual communities, contributing to the concept of ‘online othering’.61

Online gaming environments and video games themselves can provide fertile ground for these dynamics, potentially amplifying the risk of radicalisation. When games reflect ethnocentric views of the world or promote stereotypes, they can marginalise players who do not share those characteristics or beliefs. This marginalisation can lead to the formation of alternative communities based on in-group/out-group identities, presenting opportunities for extremists to infiltrate gaming culture and capitalise on already existing divisions.62

Aside from fostering a sense of in-group/out-group divisions, socialisation into gamer communities and their unique norms can also play a significant role in contributing to the normalisation of toxicity, whether it manifests as hate speech, misogyny, racism, or other discriminatory actions. When newcomers are socialised into these communities, they may initially perceive these behaviours as unconventional or shocking. Over time, exposure to toxic narratives and actions within the gaming culture can

---

57 Ibid.
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60 Lamphere-Englund and White, *The Online Gaming Ecosystem*.
61 Lumdsen and Harmer, “Online Othering: An Introduction”.
62 Lamphere-Englund and White, *The Online Gaming Ecosystem*. 
lead to a desensitisation and normalisation of such narratives and behaviour. Toxicity that was once considered extreme may gradually become accepted as part of the norm.

Extremist ideologies can exploit this normalisation process. Recruiters subtly introduce extremist narratives within gaming conversations, often starting with innocuous topics to avoid immediate rejection. These narratives align with the normalised toxic behaviours, making them appear less radical. Individuals, in their quest for acceptance and conformity within the gaming community, may be more receptive to these views. As extremist narratives become subtly integrated and normalised, individuals may not immediately recognise the shift. They become desensitised to the extreme words and actions, viewing them as unremarkable aspects of their gaming environment. Therefore, this desensitisation can be a crucial step towards radicalisation.
SECTION 3: CHALLENGES, EFFORTS & OPPORTUNITIES TO BUILD RESILIENCE IN GAMING CULTURES AND SPACES

This section focuses on presenting positive social interaction efforts and opportunities in gaming communities and discusses ways to build resilience to toxicity, radicalisation and extremism in gaming cultures and spaces. It also outlines what policies and practices can be taken/applied from P/CVE and adjacent fields and how to apply them to gaming communities. The analysis is broken down into three sub-sections highlighting both efforts and opportunities at the levels of the gaming industry, government, and community and civil society.

INDUSTRY

Content Detection and Moderation

Historically, the gaming industry has largely avoided the scrutiny of governments and policymakers in the content moderation and regulation space.63 This has, more recently, begun to change as there is increasing attention now on toxicity, radicalisation, and extremism within gaming and gaming-adjacent platforms. However, researchers have noted that although some gaming and gaming-adjacent platforms have made efforts and advances to mitigate toxic gaming cultures and extremism, they are still behind social media platform efforts in the same respects.64

Gaming and gaming-adjacent platforms’ primary content moderation methods involve text-based moderation and filtering of text chats. This moderation relies on identifying inappropriate behaviour through keyword or phrase detection, aligning with specific rules and guidelines established by platforms. While it can effectively flag clear violations, it has limitations. For example, it tends to lag as language and vocabulary evolve over time to evade detection, and it only covers a fraction of user-created content in games and in-game chats.65 Nonetheless, companies have increased their efforts and resources to enhance their content detection and moderation capabilities.

Despite their limitations in moderating text chats, many gaming and gaming-adjacent companies have introduced additional communication modalities, such as in-game voice chats and other audio-visual content, which present further challenges in moderation if companies are introducing these formats without the technical expertise and human capacity to moderate audio-visual and other content.66

Investing in artificial intelligence (AI) tools to better detect toxic and harmful behaviours that violate community guidelines and policies, as well as detect and remove extremist content disseminated in real time, may be an opportunity for the gaming industry to improve their content detection and moderation capabilities.67 However,
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this should be done with caution as some experts still have doubts about exploring the use of AI for content moderation, viewing it as more of a risk or threat than opportunity. For example, it will be essential to ensure that AI is not learning to perpetuate the very toxicity and extremism that content moderation efforts are trying to combat. To fill the knowledge gaps in this area, Ubisoft and Riot Games unveiled a new research project, Zero Harm in Comms, in November 2022 to explore how AI systems could be improved to protect players from harmful communication in gaming spaces.

"Through this technological partnership with Riot Games, we are exploring how to better prevent in-game toxicity as designers of these environments with a direct link to our communities," said Ubisoft executive director Yves Jacquier.

Trust and Safety Teams

Many tech and gaming platforms have established what are known as ‘Trust and Safety’ teams internally to comply with government policies and regulations. These teams are tasked with implementing strategies to proactively prevent and counter extremism and radicalisation on their platform, as well as a wider range of potential harms and illicit behaviours like hate speech, toxicity, discrimination, abuse, and more. The proactive and reactive strategies employed by these teams are often developed internally and not typically disclosed to the public. However, it is known that content enforcement decisions are often a combination of automated processes and manual removals by moderators, often third-party contractors worldwide.

Although there have been increasing efforts to enhance the capabilities of Trust and Safety teams, these teams tend to be small compared to platform user bases, partly due to resource constraints and expertise shortages in this field. Moreover, some platforms have downsized their Trust and Safety teams in response to financial pressures. This is also coupled with the fact that small Trust and Safety teams are responsible for a wide range of safety issues. Moreover, moderators may be exposed to harmful and traumatic content, impacting their mental health and workplace experiences, a challenge that requires more attention and resources.

Despite these challenges, gaming and gaming-adjacent companies are taking steps to enhance platform safety and reduce toxicity and hate. Some gaming and gaming-adjacent companies have made positive progress by joining bodies such as the Global Internet Forum to Counter Terrorism (GIFCT), the EU Internet Forum (EUIF), and Tech Against Terrorism (TAT) to enhance their capabilities, gain valuable advice and guidance for improving their policies and actions, and gain access to real-time alerts and extremism-related content notifications. Additionally, some have joined the EGRN to access expert guidance and emerging research to inform their trust and safety efforts. Encouraging other gaming and gaming-adjacent platforms to engage with global organisations focused on P/CVE is essential for addressing toxicity, hate, and other harmful factors contributing to radicalisation and extremism within gaming communities. This engagement presents an opportunity for improvement in the industry's safety measures.

---
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Safety by Design

‘Safety by design’ to prevent and counter extremism and toxic culture on gaming and gaming-adjacent platforms refers to efforts made by game designers and gaming companies to develop online games and gaming environments that are more resistant to misuse by malign actors / for malign purposes and are more resilient to toxic cultures. As previously mentioned, games and gaming design has a history (and an ongoing trend) of inequality – namely related to sexism, racism, and other forms of discrimination. Only recently has the need to consider toxic and other harmful behaviours, including radicalisation and extremism, become apparent in game design and development. With this growing reckoning, organisations and networks, notably the Fair Play Alliance (FPA) – a global coalition of gaming professionals, developers, and companies well-versed on technical game designs – have taken steps to better understand the exploitation of game designs and narratives by malign actors. This has contributed to better targeted preventive and proactive safety by design measures, wherein gaming companies and designers are more aware of the potential elements within the design and/or narratives of games that have been, or can be, misused for harm and perpetuating toxicity and extremist narratives, and thus have the ability to make design adjustments to the design and narratives of games to prevent such misuses.

Hash-Sharing Database

GIFCT’s Hash-Sharing Database is another tool that allows companies to “quickly identify, and share signals, of terrorist and violent extremist activity in a secure, efficient and privacy-protecting manner.” Tech companies that are members of GIFCT, which includes a number of gaming-adjacent and gaming platforms such as Discord, Amazon (which owns Twitch), BitChute, and Microsoft (which hosts various games and gaming spaces), are granted access to this database to improve their ability to combat and prevent hate and extremist rhetoric and content on their platforms. The database consists of unique ‘digital fingerprints’ – hashes – generated from known extremist content. When a piece of content is identified as extremist and added to the database, its hash is also added for accessibility/shareability across GIFCT members, which can enable members to identify and moderate this content on their own platforms more easily and quickly.

However, this venture remains membership-only, meaning that many gaming and gaming-adjacent platforms do not have access to the database. Therefore, growing GIFCT membership could enhance global coalition efforts against such content, presenting an opportunity to further improve measures in this space.

Livestreaming Response in Relation to Livestreamed/Gamified Attacks

Gaming and gaming-adjacent platforms have also implemented stricter protocols for immediate takedowns of livestreamed terrorist attacks. These protocols ensure that such content is swiftly removed from the platform to minimise its spread and impact. In this context, advanced AI and machine learning (ML) algorithms are employed to detect suspicious or harmful content in real-time during livestreams. This technology enables platforms to automatically identify and flag potentially dangerous content for human review.
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GOVERNMENT & INTERGOVERNMENTAL BODIES

EU Digital Services Act

The EU Digital Services Act (DSA) is a regulatory framework designed to create a safer digital environment for users by regulating online platforms and services, encompassing social media, gaming, and gaming-adjacent platforms.\(^{78}\) It introduces a wide range of Articles and obligations to protect consumers and sets minimum standards and stronger accountability rules for online service providers.\(^{79}\) These Articles and standards also aim to enhance user experiences, reduce toxicity, and combat hateful behaviour. Key aspects of the DSA include:

- **Combatting Illegal Content**: Gaming platforms must proactively detect and remove illegal and dangerous content by utilising advanced detection and moderation tools, including ML. Clear community guidelines defining such content and addressing toxicity, hate, and extremism must be outlined for users.

- **Promoting Diversity of Opinion**: Platforms are required to create an environment where users can express their opinions without fear of hate or harassment. This necessitates addressing toxicity, harmful behaviours, and hate speech while actively encouraging inclusive and respectful discourse.\(^{80}\)

- **Transparency and Reporting Obligations**: The DSA introduces reporting obligations to enhance transparency in content moderation practices, ensuring users have insights into how platforms handle online content.\(^{81}\)

While the full impact of the DSA on the industry remains to be seen, it reflects a growing focus by governments and intergovernmental entities on regulating online spaces to reduce harm and enhance safety, extending these efforts to gaming and gaming-adjacent platforms.

Increasing Research and Programming Through Grants

Governments and the European Commission have, in recent years, increased their efforts to fund more research and improve programming to build resilience to toxicity and extremism on gaming platforms. For instance, the German government, primarily through the Federal Ministry for Family Affairs, Senior Citizens, Women and Youth’s ‘Live Democracy!’ programme, has provided funding for a project by the Amadeu Antonio Foundation called ‘Good Gaming – Well Played Democracy’, launched in 2020.\(^{82}\) The project aims to expose toxicity and hate in gaming spaces, namely sexism, racism, and anti-Semitism, and develop campaigns through civil society and gamer collaborations against toxic narratives and extremist rhetoric in gaming spaces.\(^{83}\) Leveraging ‘digital streetwork’ (i.e., an effort to take parts of offline preventative social work into the online space to strengthen social resilience to harmful or extremist influences), the project focuses on creating a supportive and inclusive online environment, providing resources and assistance to individuals susceptible to radicalisation, as well as promoting positive interactions and resilience.
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Additionally, the European Commission announced a grant opportunity in 2022, under the Horizon Europe Framework Programme (HORIZON), on the 'Enhanced fight against the abuse of online gaming culture by extremists'.[^84] The grant aims to provide funding to expand research on toxic gaming cultures and their links to radicalisation and extremism, as well as to develop innovative ways to prevent and counter the misuse of gaming for these purposes.

**COMMUNITY/CIVIL SOCIETY**

Positive Gaming & Influencer Engagement

Numerous civil society organisations, particularly those focused on P/CVE, have implemented pro-social gaming interventions. These initiatives offer unique opportunities to combat toxicity and radicalisation within gaming spaces. Many of the promising efforts in this space engage gaming influencers, often with substantial audiences, in P/CVE or similar types of programmes.[^85] Their participation contributes to making online gaming spaces more resistant to toxicity and radicalisation. Gaming influencers serve as credible messengers and ambassadors against extremism, leveraging their role model status for younger audiences.[^86]

One notable example of this type of engagement is the German Federal Agency for Civic Education’s 'UnFAKE' project. This project engaged livestream gaming influencers on platforms like Twitch to create content addressing disinformation and give tips on how to deal with fake news.[^87] Gaming influencers played games like 'Plague Inc. – Fake News Scenario', which demonstrated how disinformation works and offered tips on recognising and countering fake news in real life.[^88] Leveraging influencers as advocates against toxicity and extremism seems to hold promise for the success of future P/CVE campaigns in gaming spaces.

In-Game Self-Moderation Efforts

Civil society organisations and gaming companies have collaborated to encourage gamers to take an active role in self-moderation efforts. This approach can help fill the gap in monitoring and moderation capabilities, especially in cases where law enforcement may be limited in its ability to assist.[^89] Gamers, given their familiarity with the gaming environment, are often well-equipped to identify and address toxic narratives, extremist rhetoric, and hateful content within gaming spaces. However, further efforts to empower gamers in self-moderation are needed, in addition to further developing central enforcement when violations of community guidelines and policies are reported by gamers. Additionally, safeguards must be established to ensure that community self-moderators are aware of the potential backlash they might receive and are taking appropriate steps to protect themselves.

Some existing efforts in this space involve the empowerment of gamers in self-reporting and moderation of gaming spaces, as well as civil society/non-governmental organisations with cyber expertise launching online initiatives. One such effort was a project called 'Detect to Act', delivered by several non-governmental organisations.
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organisations in Europe. The project "uses artificial intelligence to detect online hate speech and then encourages 'upstanders' — volunteers from various European countries who received training on countering digital hate — to respond to the hateful messages with text-based comments, GIFs or humorous cat memes." It employed gamification techniques by encouraging the bystanders of the project with friendly competitions and points given for rankings based on how many hateful posts they could respond to within 24 hours.

Serious Games and Gamifying P/CVE Efforts

Along the same lines, gamification — meaning "the use of game elements in non-game contexts"— has emerged as a tool for P/CVE initiatives and interventions. Although this is still a recent method of online P/CVE projects, the leveraging of elements of gamification for positive interventions has some promise. One of the key suggestions from research is that game elements applied to P/CVE efforts may present additional opportunities and metrics for user engagement. For instance, "collecting points, completing quests, or earning badges means that users must have engaged with the content presented. In contrast to, for instance, impressions and clicks, gamified elements may be used as an indicator of how sustained user engagement was." The prolonged engagement that gamification and gamified elements can provide, as has been seen with gamification of educational tools, can present further opportunities for building resilience to toxicity and extremism in gaming spaces.

Serious games are another P/CVE tool that has been used to educate gamers about toxicity and build resilience against it. These games provide immersive learning experiences that help individuals recognise and counter toxic behaviours. Video games themselves have many positive attributes that P/CVE efforts try to leverage for positive narratives and building resilience in entertaining ways for younger audiences. Some of these include: 1) video games as an education and learning tool for youth; 2) pro-social spaces to improve interpersonal communication skills, build friendships with other players and form communities, and more; and, 3) contributing to positive behaviour, perception, and social changes. As such, more and more efforts have been made by civil society actors to develop serious games to build digital literacy, educate gamers to recognise hate online, and enhance their resilience to toxicity and radicalisation in gaming spaces. Some examples of serious games already developed are Flashpoints, YoungRes, and DECOUNT.

There is still room for improvement with these games, for example balancing the creation of engaging and gamified functions in serious games, such as incentives, rankings and points, and goals, with the focus on 'serious' attributes, such as teaching players about tolerance, diversity, toxicity, and extremist narratives. Nonetheless, games designed for the application in P/CVE contexts or to communicate positive narratives can
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support the design of gamified interventions, and vice-versa, to find new and more engaging and entertaining ways to enhance resilience in gaming spaces and combat toxicity and extremism.101

P/CVE Mentorship Through Gaming and E-Sports

In recent years, community engagement and mentorship through gaming has emerged as a promising avenue for P/CVE. Several initiatives worldwide have demonstrated the potential of this approach in building trust and fostering mentorship relationships through the playing of e-sports. By leveraging the appeal of gaming and e-sports, P/CVE mentorship programmes aim to provide positive role models, foster understanding, and offer an alternative to extremist narratives.102

While data continues to emerge from these types of mentorship efforts, there are several examples particularly between law enforcement and young people where these types of mentorship programmes have been and are being used to reach young people in vulnerable communities. Police forces have recognised the value of connecting through popular e-sports platforms, with officers engaging directly with local populations and creating a platform for open communication. These initiatives not only bridge the gap between law enforcement and youth but also serve as a practical means of maintaining contact and providing guidance.

For example, the Netherlands and the United Kingdom both ran similar pioneering programmes initiated and implemented by local police forces utilising video games and e-sports as a youth outreach mechanism. They ran under the assumption that by playing video games with youth they would be able to open more channels of communication with younger audiences and potentially reach marginalised communities, who may otherwise be difficult to reach.103 By participating in gaming activities, officers break down barriers and build rapport with young individuals. These interactions often lead to mentorship relationships, offering guidance and support to at-risk youth. The two projects highlight the ability to use both online and offline communication approaches with youth using games:

- **Online:** *Gamen Met De Politie (Gaming with the Police)* was implemented online and enabled young people to enter weekly gaming sessions with members of local police forces and play popular games together, including Call of Duty and FIFA, and communicate at the same time.104

- **Offline:** *Cops vs Kids* took place in a youth centre to host competitive e-sports and gaming sessions with police officers playing on a team against young people in the area. This initiative also included cooperation with e-sports associations in the UK, highlighting efforts to generate better partnerships between the public and private sector – which serves as a best practice for P/CVE actors and future initiatives.105
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CONCLUSION & RECOMMENDATIONS

This paper has explored various aspects of the multifaceted world of online gaming, demonstrating that gaming communities face a range of threats, from toxicity and hate speech to radicalisation and extremism. Toxic peer dynamics in gaming communities often replicate offline behaviours. Such dynamics can promote misogyny, racism, and extremism, making them crucial areas of concern. These issues are interlinked and require multifaceted solutions.

The gaming industry has in some cases taken steps to address these challenges, including through content moderation, Trust and Safety teams, safety by design, and participation in global forums. Civil society organisations similarly play a vital role in implementing positive gaming interventions, influencer engagement, self-moderation efforts, and the development of serious games for prevention. Also, policymakers are increasingly focusing on gaming as part of broader digital regulation, exemplified by the EU Digital Services Act. Grants and funding opportunities are also emerging to support research and initiatives and are highly recommended to continue and be expanded.

While these efforts are promising, the findings of this paper underscore the need for coordinated efforts among national governments and intergovernmental entities, gaming companies, and civil society organisations, as well as with gamers and gaming communities themselves to create safer and more resilient gaming spaces. The following recommendations provide a path forward for policymakers to address these challenges effectively.

KEY RECOMMENDATIONS

It should first be noted that one of the key recommendations for policymakers and EU MS governments in this space is to refrain from suggesting, or take care not to suggest, that online gaming is inherently problematic, causes violence, and/or is a negative anti-social space, either explicitly or implicitly. While toxicity has existed and continues to exist in gaming spaces, it should be considered that “there is currently no evidence that being a gamer or frequenting gaming spaces makes individuals more susceptible to radicalization processes.”

There is a tremendous number of positive effects and outcomes of gaming which should be emphasised. Thus, the following efforts can be made to effectively identify and address toxicity and radicalisation in gaming spaces:

Strengthening Content Moderation Efforts:

- Monitor the implementation of the DSA by gaming platforms.

- Encourage gaming companies within your jurisdiction to invest in advanced AI tools for more effective detection and removal of toxic and extremist content.

- Facilitate partnerships between industry and academia to support research on AI-based content moderation, including real-time content monitoring during livestreams.

- Advocate for transparency in content moderation practices to ensure user trust and accountability.
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• Promote initiatives that empower and safeguard gamers to actively engage in self-reporting and moderation of gaming spaces. Encourage positive community engagement techniques.

Empowering Trust and Safety Teams and Better Integration of Safety by Design Measures:
• Fund further research assessing the scope of toxicity and threat of extremism in gaming spaces.
• Promote adequate resourcing of Trust and Safety teams, considering the scale of platforms and the breadth of safety issues they handle through public-private sector dialogues and regulations.
• Aid in the development of guidelines for best practices in content moderation and ensure the well-being of moderators exposed to harmful content.
• Encourage gaming platforms operating in your jurisdiction to join and further engage with multi-stakeholder organisations like the EGRN, GIFCT, EUIF, and TAT for valuable resources.
• Champion safety by design principles in the gaming industry, emphasising the need for environments resilient to toxicity and extremist narratives.
• Facilitate collaboration between game designers, developers, and researchers to identify and address potential misuses of game elements.

Enhance Private-Public Sector Dialogue and Multi-Stakeholder Partnerships:
• Focus on developing constructive and meaningful dialogue and partnerships between EU MS government entities, national law enforcement agencies, and gaming and gaming-adjacent platforms to promote user safety and counter hate, extremism, and illegal content in gaming spaces.
• Fund, leverage, and engaging with global coalitions and networks working in this space, in particular EGRN, GIFCT, TAT, and RAN Policy Support and Practitioners.
• Ensure representation and integration of the voices of gamers in the creation of policy frameworks, measures, and interventions through gaming-related civil society, non-governmental, and advocacy organisations, as their perspectives are essential and instrumental to designing effective policy responses.

Promoting Positive Gaming & Influencer Engagement:
• Encourage civil society organisations within your jurisdiction to collaborate with gaming influencers in P/CVE initiatives to combat toxicity and radicalisation.
• Foster partnerships that leverage influencers as credible messengers against extremism within gaming communities.
• Encourage collaboration between developers and researchers to strike a balance between gamified elements and educational content in serious games.
• Explore opportunities to replicate successful mentorship initiatives, such as the Cops vs. Kids e-sports project, in your own jurisdiction.
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